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2 A Few Transparent Liars

Explaining 54% Accuracy
in Deception Detection Experiments

Timothy R. Levine

Michigan State University

Deception detection experiments consistently find that people are statistically sig-
nificantly, but only slightly, better than chance. The stability of this finding and
the lack of variance in judge ability are at odds with current and classic deception
theory that explains accuracy in terms of message recipient’s ability to spot leaked
deception cues. An alternative explanation based on limited variance in message
source transparency provides a more coherent account of deception detection
findings and has important implications for past and future deception theory.

Introduction

esearch consistently finds that people are only slightly better than
chance at detecting deception. Meta-analysis of more than 200 experi-

ments finds that people are, on average, 54% accurate when they have
a 50-50 chance of being right (Bond & DePaulo, 2006). This level of accu-
racy is statistically better than could be obtained by chance alone, but it also
suggests that people are not much better than a random coin flip at correctly
distinguishing honest communication from outright lies.

There are a number of intriguing aspects of the deception detection accuracy
literature. First, one of the more curious facets of the literature is the across-
study stability of accuracy results. The slightly-better-than-chance accuracy
finding appears to be among the most reliable, consistent, and robust finding in
all of social science. Ninety-eight percent of all accuracy results fall between
39% and 67%, and more than 90% of studies produce results within 10% of
the across-study mean. Figure 2.1, adapted from the results of Bond and DeP-
aulo (2006), visually depicts the across-study consistency of this finding with
a frequency distribution of study results. In Figure 2.1, the percent accuracy
reported in each study is plotted on the horizontal axis and the number of stud-
ies obtaining a given result is presented on the vertical axis. A normal curve
is superimposed on the distribution. As the reader can see, previous findings
in the literatures are neatly and normally distributed around the across-study
grand mean. As those familiar with meta-analysis know, the distributions of
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Figure 2.1 Percent accuracy observed in deception detection experiments (adapted
from Bond & DePaulo, 2006).

study findings in social scientific literatures are rarely so orderly. Instead,
“messy” literatures with multiple moderators and much unresolved heteroge-
neity are much more typical.

A second, related feature of the literature is that individual-study devia-
tion from the across-study 54% average appears to be a simple function of
the number of judgments made in the study (Bond & DePaulo, 2006). Stud-
ies involving larger numbers of judgments lawfully produce accuracy levels
closer to the across-study mean. This means that study-to-study differences
are more a function of mere reliability than substantive factors such as the
population that was sampled, the theoretical orientation of the authors, the
hypotheses being testing, or the specific independent variables under study.
Usually, in social science, such things as hypotheses, theories, participants,
and independent variables matter, so it is most curious that the deception
detection literature is different from its parent fields of inquiry in these
regards.

A third unusual feature of the literature is that small differences routinely
produce statistically significant results even with small samples. The differ-
ence between the observed 54% accuracy and the 50% accuracy expected by
mere chance is not only statistically significant in meta-analysis, but also at
the level of the individual study. In social science, it usually takes large sample

A Few Transparent Liars 43

sizes to produce small, but statistically significant findings because the stan-
dard errors in social data tend to large. Standard errors, in turn, tend to be large
when sample sizes are small because meaningful individual differences almost
always exist in how humans respond in social situations. In contrast, the tight
confidence intervals typical in the deception detection literature result from
unusually small standard errors which, in turn, are a function of an unusual
degree of homogeneity across judges.

Perhaps what makes the deception detection literature most intriguing,
however, is the theoretical puzzle of adequately explaining these findings. If
currently accepted theory is correct, there should be more variance in the find-
ings from study to study, findings should not be just a mere function of reli-
ability, there should be more variance in judge ability, and the accuracy ceiling
should be higher. Decades of accumulated data systemically and persistently
defy theoretical expectations, and this lack of theory-data correspondence
begs explanation.

The difference between 54% observed accuracy and the 50% chance
accuracy is highly statistically significant and thus clearly reflects some
systematic causal mechanism. Veracity judgments are not solely attribut-
able to chance, and consequently there must be a reason for the pattern of
results. Simply finding that people do better than chance is not surprising.
Most people, social scientists and otherwise, believe that some people are
astute social observers and most of the rest of us have at least modest skill
at reading others. What is perplexing is why people systematically do better
than chance, but seldom much better than chance. Why not higher accuracy?
And why is the just over chance accuracy finding so persistent and stable? In
short, a viable explanation for this robust finding must not only account for
why people systematically exceed chance, but also why people do not exceed
chance by very much.!

Current theory interprets and explains accuracy results in terms of the indi-
vidual message receiver’s skill, competence, and ability to ferret out lies based
on observing the behavior of the message source. The presumption is that
these experiments provide a reasonable test of people’s ability to distinguish
truths from lies and that it is possible for the participants in these experiments
to do well at their task. Given this, accuracy findings are usvally interpreted
as informative about people’s ability (or lack there of) to detect deception. The
message recipients are, after all, the subjects in these experiments, and conse-
quently their performance is the focus.

Accuracy findings, however, may tell us as much or more about the mes-
sage sources being judged and the conditions under which they are judged
than about the people doing the judging. Along these lines, the current paper
explains accuracy in deception detection findings in terms of variance in mes-
sage source performance rather than variance in judge ability. It is argued
that in the context presented by typical deception detection experiments, a
“few transparent liars” model provides a better account of detection accuracy
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findings than a judge ability model or a source-receiver interaction model.
Simply stated, stable and slightly better than chance accuracy is a function of
a few transparent liars.

A Test-Taking Analogy

Many readers are likely familiar with giving and taking tests. Imagine that a
class of 100 students is given four 100 question true-false exams over a semes-
ter. The standard interpretation of scores on tests like these is that scores of
50% reflect mere chance performance and no knowledge of class material, and
that as scores approach 100%, systematic increases above chance levels reflect
increasing mastery of course content. There is no reason to expect scores sys-
tematically below 50% because students do not intentionally seek a low grade
by purposely missing questions that they know. Simply put, test scores are
most often thought of as telling us about student performance: how much they
studied, how effectively they studied, how smart they are, their testing taking
ability, and the like.

Such true-false tests provide a reasonable analogy for deception detection
experiments. In such experiments, participants are exposed to a series of truths
and lies and are asked to distinguish which are which by making dichotomous
truth-lie judgments. In these experiments there is an equal probability of a
message being honest or deceptive and accuracy is scored as the percent of
judgments correct across truths and lies, so the chance rate in these experi-
ments is 50% just like a true-false test (Levine, Park, & McCornack, 1999).
Honest sources have no reasons to fool judges in believing that they are really
lying, and judges have nothing to gain by intentionally making incorrect judg-
ments, so there is no reason to expect a systematic mechanism that would
produce worse than chance performance. Thus, 50% minus chance variation
should provide a basement for scores, and systematic variance above a 50%
level would reflect the extent to which people accurately distinguish truths
from lies in the context of these experiments.

Back to the true-false test analogy: imagine that students take a series of
tests like the one described above and the average score on each of the tests
is around 55%, with all four tests producing approximately the same outcome
and a similar distribution of scores. The average student performs significantly
better than chance, but in an absolute sense, fails miserably. Also, the standard
deviations are consistently small. Over the four tests, all students tend to hover
around the mean that varies little from test to test. What kind of explanation
might best explain this pattern of test scores?

Again, this analogy is reasonably comparable to the deception detection lit-
erature. Across more than 200 separate experiments spanning several decades,
average accuracy hovers around 54% (Bond & DePaulo, 2006). Findings from
study to study are remarkably homogeneous and standard errors both between
and across studies are small. A number of statistically significant moderators
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exist, but the impact of known moderators is small in an absolute sense and
the results of most studies fall within plus or minus 10% regardless 'of Fhe
particular independent variables included in the study, the communication
medium involved, who the research participants are, and the characteristics of
the deceptive messages judged (Bond & DePaulo, 2006).

A test-taker explanation for this outcome might hold that the students stud-
ied only a little. They learned just enough to do better than mere chance but
not nearly enough to do well. For example, the students may have learned and
remembered about 10% of the class content. So, if students knew the answers
to 10 questions and guessed on the other 90 questions, then they would get Fhe
10 they knew for sure right and get 50% of the 90 they guessed on producing
a 55% on the exam (10 + 45 = 55). So, a “little bit of knowledge” model can
explain the outcome. But, it seems very odd that all the students would only
know a little on all four tests. Usually, some students do better than other stu-
dents. The lack of variance is odd indeed.

An alternative explanation is that the scores tell us more about the test than
the test takers. Imagine a true-false test with 90 questions that are impossibly
difficult necessitating guessing by everyone and ten questions that are so easy
that everyone gets them correct whether or not they took the class, studied, etc.
This test tells us nothing at all about what was learned, and it does not matter
who takes the test. Regardless of knowledge, motivation, and ability, everyone
does pretty much the same. People consistently do better than 50%, but no
one does much better. Such a test always produces an average of 55% plus or
minus chance variation. Now the lack of test taker variance is not at all odd.
It is expected. The nature of the test makes test taker ability irrelevant so that
little variance in ability is observed.

Explaining 54% Accuracy
Conventional Wisdom Regarding Reasons for Accuracy and Inaccuracy

The current thinking about deception detection has largely evolved from
Ekman and Friesen’s (1969) idea of “leakage.” The original idea was that there
are emotjonal correlates of deception, emotions are conveyed nonverbally, and
emotional expression is not entirely under conscious control. Compared to the
honest message source, deceivers are apt to experience guilt, fear of detection,
and perhaps other emotions created by the act of lying. Deceivers try to control
behavioral displays so as not to give themselves away, but cues associated with
deception-linked emotion leak out anyway, often through nonverbal channels
that are more difficult to control. Consequently, a message recipient who is
actively looking for the right leaked cues should be fairly adept at distinguish-
ing truth from lie.

The leakage idea was expanded upon by Zuckerman, DePaulo, and Rosen-
thal’s (1981) four-factor theory. The four factor framework specifies four
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internal psychological states that differentiate truths and lies. These four
include emotions, arousal, cognitive effort, and over control. Relative to truth-
tellers, liars are more likely to experience greater levels of arousal, emotions
like fear and guilt, greater cognitive effort, and more effort to control of non-
verbal displays. Because each of these internal states is thought to be associated
with specific nonverbal behaviors, clues to deception are leaked nonverbally.
For example, the increased cognitive effort associated with lying is thought
to lead to an increased number of speech errors and longer response latencies
that signal deceit.

A contemporary iteration of this thinking is reflected in Interpersonal
Deception Theory (IDT) (Burgoon & Buller, 1996). Liars strategically pres-
ent themselves as honest, but non-strategically leak deception cues. Message
receivers pick up on these cues and become suspicious. Liars, however, pick
up on leaked suspicion, and strategically adapt. So do receivers. Net accuracy
depends on the liar’s encoding skill relative to the receiver’s decoding skill
and how the interaction progresses dynamically over time. IDT, therefore, is
a source-receiver interaction model that rests on variance in both sender and
receiver ability. Both senders and receivers are leaky, both senders and receiv-
ers are adept at spotting and correctly interpreting leakage, and both senders
and receivers strategically use the information gained from leakage to adjust
their own behavioral performance.

Thus, according to these dominant theoretical perspectives, the reason peo-
ple are systematically better than chance accuracy is that verbal and nonverbal
cues indicative of deceit are inevitably and inadvertently leaked, these leaked
behaviors signaling deceit (and suspicion in the case of IDT) are perceived, and
consequently truth is correctly distinguished from lie. Accuracy is a function
of a message judge’s ability to recognize valid leakage relative to the sender’s
ability to mask leakage.

The accepted reasons why people are far from perfect is that (a) there is
an imperfect link between any given behavioral display and veracity, and (b)
lay people rely on cues that lack diagnostic utility in addition to, or instead
of, authentic cues. That is, there are no perfectly reliable deception cues and
people often look for the wrong things. Consistent with this latter point,
research finds that the most common belief about deception is that liars avoid
eye contact (Bond & The Global Deception Research Team, 2006) whereas
meta-analysis finds no link between gaze and honesty (DePaulo et al., 2003;
Sporer & Schwandt, 2007). IDT further adds that liars engage in strategic
countermoves, constantly adapting their performance to appear more honest
and misleading less skilled judges (Burgoon & Buller, 1996). The net result is
above chance accuracy that is far from perfect.

There are many findings consistent with this view. Meta-analysis of decep-
tion cues finds that there are behaviors that probabilistically distinguish truths
from lies, but no behavior or set of behaviors that does so perfectly (DePaulo
et al., 2003). Further, there is a less than perfect but non-zero correspondence
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between what people look for when detecting deception and the behaviors that
have actual diagnostic utility (Zuckerman et al., 1981). Thus, above chance bl.lt
Jess than ideal accuracy makes much sense from this perspectiye, and there is
a wealth of supportive findings that can be cited as evidence in favor of this
e. _
Stalll\lcot all findings in the literature, however, fall neatly in line with the abil-
ity-to-spot-leakage account. First, efforts to enhance accuracy .through non-
verbal training have failed to document much in the way of 1mpr0vem§nt.
Meta-analysis finds only marginal improvements from non-verbal training
(Frank & Feeley, 2003), and studies offering additional controls find even
more meager results (Levine, Feeley, McCornack, Harms, & Hughes, 2005).
If low accuracy findings stemmed simply from looking for the wrong cues,
one would expect much better results from training studies. Further, the train-
ing approaches that appear most effective are not based on nonverbal leake.tge
(Blair, Levine, & Shaw, in press; Hartwig, Granhag, Stromwall, & Kronkvist,
2006). .

A judge ability account would also predict that professional expertise would
be a strong determinant of accuracy. If accuracy is a skill, people should get
better with practice and experience. People also tend to self-select into profes-
sions where they have aptitude. Thus, police, military interrogators, customs
officials, etc. should be better at detecting deception than the average college
sophomore. Yet, meta-analysis suggests that this is not the case. __Neither age,
nor expertise, nor specific occupation meaningfully impact accuracy (Aamodt
& Custer, 2006; Bond & DePaulo, 2006).

Further, both judge ability accounts and source-receiver interaction expla-
nations suggest substantial within and between study variance in accuracy.
Ability and relative ability should vary from person to person and situation to
situation. Such variance should not only stem from training and experience,
but also from other individual differences such as self monitoring, perspec-
tive taking, emotional intelligence and the like. If some substantial propor-
tion of message sources leak subtle cues to deception, more socially adroit
people should be more accurate than their socially oblivious counterparts pro-
ducing variance, increasing standard errors, and making findings generally
more variable than they are. Yet, meta-analysis again shows that cognitive
and social abilities have little impact on accuracy (Aamodt & Custer, 2006).
The within- and across-study consistency of findings is difficult to reconcile
with the leakage-based, perceptive judge perspective. In short, ability-based
explanations can be stretched to explain the average effects but not the lack of
variance apparent in the existing data.

Advocates of sender leakage and judge ability perspectives frequently
blame methodological scapegoats for the failure to achieve theoretically pre-
dicted variance in accuracy. The three most frequently blamed culprits are
the use of low stakes lies, sanctioned lies, and dichotomous (rather than con-
tinuous) deception judgments. Although it is axiomatic from within the logic
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of the leakage perspective that sanctioning and stakes make a substantial
difference, the one published study directly testing cues from unsanctioned
lies against the behaviors observed during truth and sanctioned lying found
little evidence that sanctioning made a meaningful difference (Feeley &
deTurck, 1998). In fact, the behavior for which the largest differences were
observed produced differences that were in the direction opposite to that
predicted by leakage and four-factor theories. Sanctioned lies were charac-
terized by more speech errors and unsanctioned lies by fewer speech errors
than the truthful control. Furthermore, detection accuracy studies using
unsanctioned, higher stakes lies report results that are no different from the
literature as a whole (e.g., Levine, Kim, Park, & Hughes, 2006). Studies that
produce results falling farther for the 54% average are not those using bet-
ter, presumably more valid stimulus materials, but are instead those studies
involving few judgments, producing less stable results (Bond & DePaulo,
2006). As the number of judgments made in a study increases, estimates
approach the across-study average. If substantial moderators existed, meth-
odological or otherwise, this finding simply would not be the case. Finally,
once converted to a common metric, meta-analysis shows that studies using
continuous scaling find comparable results to dichotomously scored accu-
racy studies (Bond & DePaulo, 2006). Thus, not only do the usual method-
ological suspects appear innocent of any substantial sabotage, their failure
to make the predicted differences offers further evidence inconsistent with
the prevailing theoretical views.

The Psychometrics of Veracity Judgments

Finally, and most important, findings from the most recent meta-analysis are
decisively incongruent with the judge ability perspective. Bond and DePaulo
(2008) looked at the variance in accuracy judgments rather than just average
accuracy levels. They decomposed veracity judgments into four components:
demeanor, truth-bias, transparency, and ability.> Demeanor is the tendency of
a person being judged to appear honest (or deceptive) independent of whether
or not the person is lying. Variance in demeanor indicates that some people are
more (or less) believable than others. Truth-bias is the tendency to believe oth-
ers whether or not they are telling the truth. Variance in truth-bias means some
people are more gullible than others; others are more skeptical. Transparency
refers to how leaky people are when lying and how sincere they are when they
are telling the truth. People who are transparent leak the fact that they are lying
and it is relatively easier to distinguish when they are lying from when they are
telling the truth than those who are less transparent. Finally, ability is an indi-
vidual difference in skill at telling if someone is lying or not. Thus, demeanor
and transparency reflect variance in the message source, whereas truth-bias
and ability reflect variance in the message judge. Further, demeanor and truth-
bias reflect variance in bias; that is, they are tendencies to believe (or not) that
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are independent of actual veracity, whereas transparency and ability reflect
variance in openness or skill in presenting or discriminating between hon-
est and deceptive messages. Because deception detection experiments average
across an equal number of truths and lies, demeanor and truth-bias do not
affect overall accuracy (Levine et al., 2006) whereas transparency and abil-
ity do impact overall accuracy. Thus, systematically above-chance accuracy
stems from transparency, ability, or both.

Bond and DePaulo (2008) found that variance in demeanor is large, both
in an absolute sense and relative to the other three sources of variation. Some
people are just more believable than others, and this aura of believability has a
large impact on judges. There are also individual differences in truth-bias and
transparency, with these differences being much smaller than the variance in
demeanor, but much larger than the variance in ability. Individual differences
in ability contribute very little to overall accuracy. Comparatively, the variance
in demeanor was 200 times as large as the variance in judge ability. Thus, vari-
ance in believability and accuracy stems more from the message source than
the person judging the message, and the variance in bias swamps variance in
ability. This explains why accuracy values within studies are so stable. The
lack of individual differences in judge ability leads to small standard errors
and even small differences can be statistically significant. This finding also
renders theoretical accounts of deception detection based on either judge abil-
ity or source-receiver interactions impotent. Variables that do not vary cannot
co-vary, and variables to that do not co-vary do not explain anything. The
finding of only trivial variance in judge ability means that deception detec-
tion accuracy cannot be explained in terms of judge ability or source-receiver
interactions.

A Few Transparent Liars

The thesis of the current essay is that deception detection accuracy find-
ings are the result of a few transparent senders. Important to the argument is
Bond and DePaulo’s (2008) finding that the variance in sender transparency
in detection accuracy studies is massively larger than the variance in judge
ability, although variance in transparency is not large in an absolute sense.
This suggests that above-chance accuracy is not a function of individual dif-
ferences in judge’s ability to recognize leakage, but instead a function of indi-
vidual differences in how much is leaked independent of who is doing the
judging. In terms of the previous test taking analogy, the variance in test
results is attributable to test question difficulty rather than student knowl-
edge or competence. Returning to deception, the current perspective holds
that most people can lie seamlessly without diagnostically useful leakage, but
a few people tend to give themselves away and consequently are systemically
detected by most observers. There are enough transparent senders to produce
accuracy rates that statistically exceed chance level, but too few (under the
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conditions in most deception detection experiments) to allow for accuracy
rates that exceed chance by much. Those few transparent senders are seen
as transparent by almost everyone so there is much more variance in trans-
parency than ability. Hence, accuracy findings tell us more about the sender
than the detector. The slightly-better-than-chance finding is a function of a
relatively few transparent liars.

The Few Transparent Liars explanation fits the literature more neatly and
cleanly than theories predicated on the ability to spot leakage. A Few Trans-
parent Liars accounts both for the mean levels of accuracy observed in decep-
tion detection experiments and for the lack of variability observed around
mean levels (see Bond & DePaulo, 2006, 2008). It explains the lack of large
effects for professional experience (see Bond & DePaulo, 2006) and nonverbal
training (see Frank & Feeley, 2003). It explains why cue studies fail to find
evidence of substantial leakage (see DePaulo et al., 2003; Sporer & Schwandt,
2006, 2007). In short, the few transparent liars explanation makes previously
puzzling anomalous findings cohere.

The current view does not deny the existence of leakage. Instead, leakage
in some form or another is what makes some liars leaky. However, slightly
above chance accuracy means that although leakage sometimes happens, it
does not characterize the lies told by most of the people most of the time,
at least in quantities that would be diagnostically useful even to a trained
and experienced eye. Thus, one key difference between the current view and
traditional leakage-based theory is the prevalence and centrality of leakage.
Traditional leakage perspectives portray leakage as typical of lies, or at least
unsanctioned, high-stakes lies. Leakage is presumed to characterize decep-
tive communication such that it can be used by a skilled and knowledgeable
judge to distinguish truths from lies. This traditional view has been recently
re-articulated by O’Sullivan (2009):

In the previous chapter, Mark Frank reviewed how the disruptions in feel-
ing and thinking caused by lying can result in observable clues that lie
detectors could use to detect deceit. Quite surprisingly, few people seem
to use these clues. (p. 74)

Leakage perspectives hold that deception cues exist, but low accuracy stems
from a failure of judges to correctly use the information available to them. In
contrast to leakage theory where leakage is seen as a given and judge ability as
variable, the Few Transparent Liars Model views leakage as variable and judge
ability as near constant.

Consistent with this perspective, recent meta-analyses of nonverbal decep-
tion cues find small and inconsistent effects for objective nonverbal decep-
tion cues (DePaulo et al., 2003; Sporer & Schwandt, 2006 2007). Sporer and
Schwandt (2007), for example, note that of the 154 tests of specific nonverbal
behaviors predicted by four-factor theory that are reported in the literature,
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only 28 (18%) are statistically significant. Leakage findings thus occur at
rates better than chance, but non-supportive results out-number supportive
findings more than 5 to 1. Thus, leakage can very plausibly account for the
statistically significant difference between 50% and 54% in accuracy, but
pot much more than that. Forty years of accumulated evidence shows that
Jeakage-based accounts have little explanatory power, and consequently
research findings do not support the prominent place nonverbal leakage has
in deception theory.

The Few Transparent Liars Model is notably inconsistent with source-
receiver interaction models such as IDT as accounts of deception detection
accuracy. IDT views deception detection as a function of sender and receiver
skill. Senders and receivers are theoretically specified to be sensitive to each
other’s leakage, and deception success or failure depends on the skills of each
relative to the other. In the current perspective, judge ability does not meaning-
fully vary. Since it does not vary, it cannot co-vary, and it cannot statistically
interact with receiver skill. This view does not deny that senders and receivers
interact in a more general communication sense, but it does specify that decep-
tion detection accuracy is typically a function of limited sender variance and
not variance in message judge ability or the statistical interaction sender-judge
ability.

Several important qualifications and clarifications to the current argument
need to be made explicit. First, in the test-taking analogy and so far in this
essay, transparency was described as an all-or-nothing phenomenon for the
sake of simplicity. Few, if any, people, however, are likely to be perfectly
transparent. The point of the model is that within the typical deception detec-
tion experiment, some small proportion of people is at least somewhat trans-
parent while the majority of people are not very transparent. The model need
not, and does not, literally presume all or nothing transparency. Instead, it is
based on more variance in sender transparency than judge ability.

A second qualification relates to the generality or boundary conditions of
the model. The few transparent liars model applies to the context and ecol-
ogy of typical deception detection experiment in the leakage tradition. Most
previous deception detection experiments were designed with the ability to
spot leakage perspective firmly ingrained, and hence these experimental
designs test the ability to spot deception-produced leakage. Other types of
information are typically precluded by design (Park, Levine, McCornack,
Morrison, & Ferrara, 2002). For example, one way people are likely to assess
the probability of deception is by considering if a person has reason to lie.
That is, people project motive (Levine, Kim, & Blair, 2010). In deception
detection experiments, however, no motive for lying is usually apparent. Or
if there is a motive, it is constant across all sources. Thus, consideration
of motive is of no use in determining truth from fabrication. Deception
detection experiments also preclude useful prior factual knowledge, diag-
nostically useful information from informants, access to physical evidence,
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use of context information, use of communication content in context, the
strategic use of evidence, and knowledge of confessions. Research indicates
that outside the lab, lies are usually detected well after the fact on the basis
of information other than leaked behavioral cues, such as those listed in the
previous sentence (Park et al,, 2002). Thus, the ecology of the deception
detection experiment makes sense from an ability to spot leakage orienta-
tion, but makes less sense if the ability to spot leakage is largely irrelevant
to how lies are actually detected. Consistent with this, recent experiments
have reported higher levels of accuracy, but these elevated accuracy findings
are not obtained from passive observations of deception generated nonverbal
leakage. Instead, recent experiments reporting impressive accuracy findings
are based on the strategic use of evidence (Granhag, Stromwal, & Hartwig,
2007; Hartwig et al., 2006), strategic questioning designed to increase trans-
parency (Levine & Blair, 2010; Levine, Shaw, & Shulman, 2010), or content
in context (Blair et al., in press) approaches.

It does not follow, however, that the leakage-based deception detection lit-
erature is therefore uninformative. To the contrary, these experiments provide
a very consistent picture of the extent to which people can distinguish truths
from lies in near real time based only on passive observation of sender perfor-
mance. The contention here is that, except for a few inept liars, people cannot
and do not detect deception under such conditions. These findings are theo-
retically important because accepted theory clearly predicts otherwise. Thus,
alternative theory is needed to which the current perspective will contribute.
These findings also have important practical implications. Knowing what does
not work is highly valuable in preventing wasted effort, discouraging a false
sense confidence, and in prompting new directions.

A third qualification is that while “a few transparent liars” provides a catchy
phrase for the current model, the reader is reminded that transparency applies
to truths and lies. Consequently, slightly-above-chance accuracy is specified
to result from a few transparent senders. Traditional leakage is something
liars do, but the idea of transparency applies to honest and deceptive senders
alike. Both leaky lies and exculpatory statements enhance transparency.

The reader is cautioned that although accuracy in deception detection
experiments is typically better than chance for honest sources and below
chance for liars (the “veracity effect,” Levine et al., 1999), it does not follow
that above chance accuracy results only from transparent honest senders.
The veracity effect stems from the tendency to believe a source independent
of message veracity (Levine et al., 1999). The veracity effect and base-rate
effects can be explained well by “mere chance” models (Levine et al., 2006).
The current transparency model, in contrast, was created to explain system-
atic improvements over and above chance. Transparent sources are believed
when they are honest and doubted when they are lying. Thus, judgments
based on sender transparency, unlike sender demeanor and judge truth-bias,
are contingent on message veracity. So, the more a given judge is truth-biased,

A Few Transparent Liars 53

the more that judge will get honest messages correct and lies wrong creating
the well documented difference between truth and lie accuracy. As long as
judges view an equal number of truths and lies, however, truth-bias does not
affect average accuracy (Park & Levine, 2001; Levine et al., 2006). Gains in
truth accuracy and degradations in lie accuracy average out. Transparency,
on the other hand, leads to improvement over chance. In the Park-Levine
model, truth-bias affects the slope of the regression of truth-lie base-rates
onto total accuracy. Transparency is hypothesized to affect the y-intercept
in Park-Levine model. A complete lack of transparency would produce 50%
accuracy at the 50-50 truth-lie base-rate regardless of truth-bias. Because
accuracy is 54% at the 50-50 base-rate, a little (but not zero) transparency
is posited here. Applied to Park-Levine, the current thesis is that it is sender
transparency, not judge ability, which accounts for the y-intercept in the Park-
Levine model. Thus, the current model is consistent with Park and Levine
(2001) but the focus is different. A few transparent liars can be thought of a
modular add-on to the veracity effect and Park-Levine models, all of which
will fit under the more general logic of the forthcoming Truth-Bias Theory.

Methodological Implications

Testing the few transparent liars logic in future research requires, at mini-
mum, a research design that allows for sender and judge variance to be par-
titioned. This, in turn, requires that multiple judges assess multiple senders
with senders as a repeated factor in the design. In such designs, accuracy can
be scored both for individual judges and for individual senders, and judge
variance can be compared to sender variance. In a first study based on the
current logic, Levine, Shaw, & Shulman (2010) used this sort of design with
128 participants each judging 44 different senders who either were deceptive
or honest. Consistent with predictions, variance in sender transparency was
ten times larger than variance in judge ability, and a strategic questioning
induction designed to alter detection accuracy increased variance in transpar-
ency but not variance in judge ability.

A stronger test of the few transparent liars idea, however, would not only
partition sender and judge variance, but also fully distinguish between trans-
parency, demeanor, ability, and truth-bias variance. Research accomplishing
this would require a design like that described above except that additionally
each sender would need to produce both honest and deceptive messages. Such
a design would allow research to partition variance into sender effect, judge
effect, and sender-judge interaction effects.

Some Explanatory Speculation

Presuming that the Few Transparent Liars Model is accurate, one interesting
question is why so few people are transparent. Although admittedly speculative,
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perhaps the most plausible explanation is simply practice. Humans develop the
cognitive abilities needed for deception in early childhood, between the ages
of 3 and 5 (Peskin, 1992). The lies young children tell are likely to be highly
transparent, and those transparent lies are likely to be punished or at least dis-
couraged. Rather than abstaining from lies, however, children gradually learn
to avoid detection through trial and error, and improve (i.e., lower transpar-
ency) with repeated practice over the years. By early adulthood most people
have had considerable practice in lying so it makes sense that they would be
good at telling lies.

Why then are a few people transparent? One possibility is that since
some people lie more than others (Serota, Levine, & Boster, 2010), some
people are more practiced than others. A second explanation is that similar
to most other skill sets, there are individual differences in natural ability
and thus some people benefit more from practice than others. Further, these
two explanations may interact so that people with less aptitude practice less
and this exacerbates individual differences in transparency over time. Third,
transparency is likely not limited to a stable, trait-like individual difference.
Instead, transparency also probably varies within individuals as a result of
situational and chance factors. Even the most seamless liars may slip up and
reveal their lies on occasion. The net result of these three forces produces
some small percentage of lies that are transparent and a large percentage that
are not.

The Few Transparent Liars Model is not only predicated on some small
variance in transparency, but also on a corresponding lack of variance in judge
ability. Evolutionary perspectives on deception often presume that because
human ability to deceive is highly evolved, the ability to detect must also have
evolved. As Smith (1987) puts it, there must exist “a coevolutionary struggle
between the deceiver and the deceived. There is an evolutionary arms race
to develop better deception tactics and subsequently the pressure to develop
better deception detection devices” (p. 59). Such a perspective makes the few
transparent liar model seemingly at odds with evolutionary perspectives. Yet,
this need not be the case. Whether the human ability to deceive evolved due
to providing some unique evolutionary advantage, or as “a parasitism of the
preexisting system for correct communication” (Smith, p. 59), it may well be
the case that human susceptibility to being duped reflects a highly adaptive
trade-off that has and does serve our species well.

As Gilbert (1991) argued, a cognitive system that evaluated all incoming
information for veracity would be radically less efficient than a system that
presumed truth as a default, then subsequently “unbelieved” information that
was later discovered to be false. From an evolution of communication per-
spective, “it is well-known that group living, that has characterized the course
of development of genus Homo, guarantees a series of noteworthy advan-
tages” (Adenzato & Adrito, 1999, p. 10), and the development of language
and communication greatly facilitates group functioning (Dunbar, 1988). It
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is the contention here that efficient communication requires a presumption of
honesty. Although this presumption of honesty enables social exploitation and
deception, it is most plausible that the net evolutionary advantage of efficient
communication and social functioning greatly outweigh the occasional costs
of being duped. Further it may be vastly more efficient to have social systems
that discourage deceit than to either evolve real time deception detection abil-
ity or forsake efficient communication and cognitive function.

To the extent that this current evolutionary take on deception and deception
detection has merit, it is predicted that parents everywhere will teach their chil-
dren that lying is wrong and that all human cultures and religions will develop
prohibitions against deception, at least within the salient in-group. Perhaps this
is why the “a liar won’t look you in the eye” belief transcends culture (Bond &
The Global Deception Research Team, 2006). A lack of eye contact may not be
associated with actual deception and consequently has no utility as a deception
detection tool, but gaze aversion is associated with shame. All human cultures
benefit if deception is discouraged, at least within the in-group, and propagat-
ing the belief that deception is a shameful practice serves this end. In any case,
evolving a finely toned cognitive system adept at spotting leakage need not be
an evolutionary mandate just because we get duped once in a while. Readers
skeptical of the profound gullibility that characterizes the human species are
directed to Farquhar (2005). Readers preferring experimental evidence may
prefer Levine et al. (1999, 2006) for evidence of the strong impact of truth-bias
in deception detection research findings.

Some Further Implications

To the extent to which better-than-chance accuracy rests on sender transpar-
ency, an interesting question is if sender transparency is a stable, trait-like
individual difference, a fleeting behavioral response that is time and situation
specific, or both. While either of these possibilities is consistent with the cur-
rent thinking, it is perhaps most likely that transparency has both stable and
situational properties. Some people may be chronically transparent while oth-
ers may exhibit transparency in one instance but not another. Because there
is limited variance transparency, it would likely to difficult to track longitu-
dinally. But, the possibility that transparency might, in part, be situational
suggests that transparency might be something that could be prompted or
triggered. Consistent with this speculation, Levine, Shaw, & Shulman (2010)
report success in increasing transparency with strategic questioning,

To the extent that transparency is also, in part, attributable to a few chroni-
cally leaky liars, then an implication of a few leaky liars is that chronically
leaky liars probably realize that they are poor liars and consequently try not to
lie. Whereas research indicates that people, on average, tell one to two lies per
day (DePaulo, Kashy, Kirkendol, Wyer, & Epstein, 1996), the frequency of lie
telling is not normally distributed across the population (Serota et al., 2010).
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Because prevalence data are highly positively skewed, most lies are told by a
few prolific liars and the modal number of lies per day is zero (Serota et al.,
2010). It is likely that prolific liars are low on transparency and high on hon-
est demeanor making them not only prolific but also highly successful. Thus,
the type of people who create the better-than-chance accuracy findings in the
lab (were random assignment of participations to truth-lie experimental condi-
tion predominates) may self-select out outside the lab and simply avoid putting
themselves in situations where they need to lie. Alternatively, the people who
keep accuracy scores near chance and inflate truth bias may be those most
likely to lie outside the lab in everyday life.

This prediction was recently tested by Levine and Blair (2010) and Levine,
Shaw, and Shulman (2010). Senders self-selected into deception or honest
conditions, and under indirect questioning judges rated the demeanors of the
dishonest sources as significantly more honest than the honest senders. This
suggests that unlike most deception detection experiments, if liar and truth-
tellers decide for themselves rather or not to lie, the ability to distinguish truth
for lie may drop to below chance levels because the few transparent liars don’t
lie, and those with the most honest demeanors do lie.

Second, if the current thinking is correct, one way to obtain high accuracy
using a traditional deception detection experimental design is for the researcher
to purposely select leaky liars for inclusion in the experiment. If a few trans-
parent liars typically exist, they could be selected though pre-screening and
the researcher could stack the deck to obtain any specific accuracy result as
a function of the ratio to transparent to non-transparent liars used. If a large
number of sources were screened, and if only transparent liars were selected,
very high accuracy will result.

Further, if mean accuracy could be experimentally altered by increasing
transparency, the thinking presented in this paper predicts that individual dif-
ferences in ability might emerge. In the task-taking analogy, reducing test item
difficulty would allow variance in student ability to emerge. That is, if the test
questions were not impossibly difficult, then students who studied well would
do better than other students. Applied to deception, a substantial increase in
transparency would allow expertise effects to immerge. Preliminary support
for this reasoning was obtained by Levine and Blair (2010).

A third implication is that if poor accuracy is a result of a few transpar-
ent liars, then deception accuracy might be enhanced by prompting additional
variance in transparency. Levine, Shaw, and Shulman (2010) attempted to
increase sender transparency with strategic and direct interrogative question-
ing designed to challenge liars. Detection accuracy was 68% when sources
were subjected to direct, strategic questioning compared to 44% accuracy
under indirect background questioning. More importantly, the improvement in
accuracy under direct questioning as associated with a 50% gain in variance
in transparency but less than a 10% gain in judge ability variance. Further
still, in the direct questioning condition were accuracy exceeded chance by a
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substantial margin, the variance in sender transparency was 15 times larger
than the variance in judge ability. These findings suggest that it is transparency
variance that explains accuracy and those strategies that increase transparency
increase accuracy independent of judge ability.

Finally, although the few transparent liars model was created to explain
the results of deception detection experiments, the model has implications for
deception detection outside the research context. The model suggests that the
passive observation of nonverbal behavior has little merit as a deception detec-
tion technique. If most people are not very leaky, watching for leakage makes
little sense. This does not mean, however, that deception detection efforts are
pointless. Instead, it suggests that deception detection practitioners need to
rely on techniques other than the passive observation of nonverbal leakage.
For example, approaches based on the strategic use of evidence (Granhag et
al., 2007) and content in context (Blair et al., in press) have been producing
accuracy rates above 70% in recent studies.

Summary and Conclusion

Past and current deception theory explains deception detection accuracy in
terms of people’s ability to recognize and interpret leaked behavioral cues
indicative of deceit. Accepted theory specifies that people leak diagnostically
useful behavioral clues that can used to distinguish truths from lies. From this
traditional perspective, people attentive and sensitive to other’s behavior can
spot a liar. This view is predicated on some constancy in sender transparency
but variance in judge ability.

Research on deception detection suggests people are poor lie detectors, at
least when all they have to go on is the nonverbal and linguistic behavior of
potential liars. Whereas people typically do better than chance, they seldom
do much better than chance. Across studies, average accuracy hovers around
54%, and most results fall neatly within 10% of this average regardless of the
features of the truths and lies judged, who the research participants are, and
the specific independent variables under consideration. These findings present
a perplexing puzzle for current theory because if current theories have veri-
similitude, then research findings should be more variable and have a higher
ceiling. Simply put, if clues to deception are leaked, people should, at least
under favorable conditions, be able to spot leakage cues and make accurate
judgments.

One often invoked explanation for the poorer than expected performance
in accuracy experiments is that while authentic cues exist, people simply rely
on the wrong cues. If this were the case, however, training would substantially
improve accuracy. It does not. Another explanation (e.g., O’Sullivan, 2008)
blames the use of student samples, arguing that adults in certain professions
can spot a liar. Again, this is simply not the case. Age, education, and profes-
sion have little impact. At this point, the failure of the data to coincide with
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theoretical expectations is attributed to methodological limitation. Yet, once
again, studies with these limitations removed are no more supportive of leak-
age theory than the literature as a whole. All this suggests that it is time to
question the theory rather than the data.

This chapter explains slightly above chance accuracy in deception detec-
tion experiments by the existence of a few transparent senders. The existence
of leakage is not denied, but leakage is presumed to be the exception rather
than the rule. There are enough leaky liars so that people can do a little better
than chance, but not enough to allow for much better than chance perfor-
mance. If approximately 10% of liars were transparent, then 55% accuracy
is both expected and understandable. Opposite from leakage-based theories,
the current view is predicts more variance in sender transparency than judge
ability.

Part of the theoretical beauty of this argument lies in its ability to recon-
cile findings in the literature that otherwise seem odd and anomalous. Specifi-
cally, the few transparent liars explanation makes sense out of findings that are
inconsistent with current theory based on individual differences in the ability
to spot pervasive leakage. Not only does the few transparent liars explana-
tion account for slightly better than chance accuracy, it is also accounts for
the across-study stability of accuracy findings, the sender and receiver vari-
ance findings, the lack of individual differences in accuracy, the lack of effects
for nonverbal training, sanctioning, and stakes, and the findings from meta-
analyses of deception cue studies. In short, the few transparent liars expla-
nation provides a more coherent account of deception findings than can be
obtained with currently accepted theory.

The current model also leads to the derivation of interesting new predic-
tions. For example, if a lack of naturally occurring transparency explains
poor accuracy, and if transparency has a situational component, then decep-
tion detection accuracy might be improved by strategies designed to enhance
sender transparency. This could be done with strategic questioning designed to
make liars more leaky, with questioning that allows honest sources the oppor-
tunity to provide exculpatory answers, or, ideally, both. As a second example,
if transparency also has a trait-like component, then below chance accuracy
might be expected in certain situations where people have the choice to lie or
not because transparent liars will not lie, and those who do chose to lie will be
those with honest demeanors. Thus, the Few Transparent Liars model provides
a new conceptual framework that both reconciles existing findings and gener-
ates exciting new avenues for future research.
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Notes

1. Since the publication of the Bond and DePaulo (2006) meta-analysis, there have
emerged a handful of recent studies which report levels of accuracy that are
well above chance (e.g., Blair et al., in press; Levine & Blair, 2010; Granhag
et al., 2007). These studies involved techniques that rest on strategic question
asking, reliance on message content, and reliance on prior knowledge instead of
traditional nonverbal leakage. The implications of these recent findings will be
discussed later in this chapter.

2. Three of these four labels were adopted by the current author and not Bond and
DePaulo (2008). These labels were chosen both because they seem more intui-
tively descriptive, and because they are more consistent with conventional usage
in the previous literature.
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